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Abstract

The mortality burden of head and neck cancer
(HNC) is increasing globally and disproportion-
ately affects people in low-and middle-income
countries with limited medical workforce. To ad-
dress this issue, artificial intelligence (AI) algo-
rithms are increasingly being explored to process
medical imaging data, demonstrating competitive
performance. However, the clinical adoption of AI
remains challenging as clinicians struggle to under-
stand how complex AI works and trust it to use
in practice. In addition, AI may not perform well
on varying data qualities of endoscopy videos for
HNC screening and diagnosis from multiple sites.

In this project, our international and interdisci-
plinary team will collaborate with clinicians from
multiple sites (e.g. Singapore, the U.S., and
Bangladesh) to collect a diverse, multi-site dataset.
In addition, we aim to design and develop computa-
tional techniques and practices to improve collabo-
rations between clinicians and AI for the triage and
diagnosis of HNC. Specifically, these techniques
include a YOLOv5-based glottis detector, a clas-
sifier of patient’s status using clinical endoscopy
videos, uncertainty quantification techniques, and
interactive Vision Language Model-based AI ex-
planations, which will enable clinicians to under-
stand AI outputs and provide their inputs to im-
prove AI. After developing our system, we will
evaluate the effectiveness of these computational
techniques in enabling AI-assisted point-of-care
triage and decision-support for HNC, particularly
in resource-limited settings.

1 Introduction

Improving early-stage diagnosis of head and neck cancer
(HNC) is important to reducing health burden and patient
morbidity [Schutte et al., 2020]. HNC comprises a diverse
group of cancers affecting the upper aerodigestive tract, such
as oral, pharyngeal, laryngeal, nasal, and salivary gland can-
cers [Gormley et al., 2022]. These cancers can severely im-
pair essential functions, such as speaking, swallowing, and
breathing [Pan et al., 2022]. HNC is the seventh most com-
mon cancer globally [Mody et al., 2021] (890,000 new cases
and 507,000 deaths annually [Aupérin, 2020]) and has the
highest incidences and mortality in developing countries, es-
pecially in South and Southeast Asia [Joshi et al., 2014]. Ma-
jor risk factors of HNC include alcohol consumption, tobacco
smoking, and betel chewing especially prevalent in Southeast
Asia [Gormley et al., 2022; Pan et al., 2022].

A standard procedure to diagnose HNC in clinical practice
is the use of a flexible nasopharyngoscope by trained physi-
cians [Strauss, 2007] to examine and detect abnormalities in
the larynx and nasopharyngeal cavity. However, even if early
diagnosis of HNC is critical to have better oncological out-
comes [Schutte et al., 2020], many low- and middle-income
countries lack timely screening and diagnosis of HNC due
to their limited medical workforce [Patterson et al., 2020;
Ng et al., 2022]. These low- and middle-income countries
have an increasing mortality burden of head and neck can-
cer [Patterson et al., 2020], which results in large and grow-
ing economic losses. Specifically, there will be a projected
global cumulative loss of $535 US dollars (USD), $180 bil-
lion USD losses in Southeast Asia, East Asia, and Oceania,
and $133 billion USD loss in South Asia [Patterson et al.,
2020]. Addressing this challenge requires urgent efforts to
provide timely screening and diagnosic capabilities of HNC,
particularly in resource-limited settings, to mitigate mortality
and economic impact of HNC.
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With recent advances in AI, researchers have demonstrated
the potential of AI algorithms to analyze medical data, iden-
tify meaningful patterns, and detect diseases with the expert-
level competence [Rajpurkar et al., 2022; Mahmood et al.,
2021]. These AI algorithms are widely being considered
for deployment in clinical practice to improve clinicians’
decision-making and patienct care. However, relatively few
AI systems have been adopted [Khairat et al., 2018].

A major barrier to adoption is lack of user acceptance
and trust [Cai et al., 2019; Lee et al., 2020; Khairat et al.,
2018]. As most AI systems function as uninterpretable,
“black-boxes” [Cai et al., 2019; Lee et al., 2020], clinicians
cannot understand how an AI system has reached its recom-
mendations [Angelov et al., 2021]. Also, clinicians have lim-
ited ability to provide inputs or correct an AI system [Lee et
al., 2021; Rajpurkar et al., 2022], further reducing their con-
fidence in AI-assisted decision-making.

In addition, AI systems trained on data from a single insti-
tute often underperform and fail to generalize across diverse
clinical settings [Liu et al., 2020; Rajpurkar et al., 2022]. This
results in reduced external validity and underperformance on
new patients whose data differ from the training set [Liu et
al., 2020; Rajpurkar et al., 2022].

1.1 Problem Statement
This project focuses on the screening and diagnosis of laryn-
geal cancer, a subtype of HNC and one of the most common
cancers of the respiratory tract. Laryngeal cancer is among
the few oncologic diseases with a declining 5-year survival
rate from 66% to 63% [Nocini et al., 2020], underscoring the
urgent need for enhanced early detection and intervention.

This project aims to design, develop, and validate compu-
tational techniques and practices to improve the collabora-
tions between clinicians and AI for screening and diagnosing
laryngeal cancer (Figure 1) in resource-constrained settings.
These computational techniques comprise of a classifier of
the patient’s status using clinical endoscopy videos, uncer-
tainty quantification, and interactive AI explanations for AI-
assisted triage and decision support.

For AI-assisted triage, we will leverage an uncertainty
quantification module to assist non-specialists identify cases
that clinicians should prioritize to review. For AI-assisted de-
cision support, we aim to enhance clinicians’ diagnostic capa-
bilities by identifying relevant clinical cases, highlighting im-
portant frames and regions of endoscopy images, and provid-
ing clinical explanations (e.g. symptoms, and risk factors). In
addition, when clinicians review AI outputs and detect errors,
they can provide feedback to improve AI. After implement-
ing our AI-assisted system with computational techniques,
we will conduct user studies to evaluate its effectiveness.

1.2 Strategy
To achieve the aims of this project, we have formed an in-
ternational and interdisciplinary team with extensive experi-
ence in healthcare services and diverse expertise: medicine
(i.e. diagnosis and treatment of HNC), health services re-
search, AI/ML for health, and human-AI interaction. Our
team will engage with domain experts, clinicians in Singa-
pore, the U.S., Bangladesh, and the Philippines to iteratively

design, develop, and evaluate our AI-assisted triage and diag-
nosis of laryngeal cancer.

First, we will apply human-centered design approaches
to conduct design studies with clinicians, gaining insights
into the clinical contexts of laryngeal cancer and identify-
ing how AI can be designed to improve triage and diagnosis
of laryngeal cancer. In addition, we will collect endoscopy
video datasets from multiple sites (e.g. Singapore, the U.S.,
Bangladesh, and the Philippines). After developing our pro-
posed AI-assisted triage and diagnosis system, we will con-
duct user studies to evaluate its effectiveness in improving
clinicians’ practices of triage and diagnosis for HNC.

1.3 Expected Outcomes & Impact
The proposed research consists of four major activities: (i)
data collection and annotation from multiple sites, (ii) forma-
tive studies with end users (e.g. clinicians and health profes-
sionals) to design the AI-assisted triage and decision support
system, (iii) system development using computational tech-
niques, and (iv) system validation with end users.

Our project will establish a robust, real-world database
from multiple sites to set a foundation for the development
of novel, cost-effective AI-assisted triage and diagnosis capa-
bilities, enhancing the healthcare delivery and the outcomes
for patients with head and neck pre-cancer and cancer, par-
ticularly in low-and middle-income countries with limited re-
sources. In addition, our project will provide new insights
into AI-assisted triage and diagnosis, specifically how clini-
cians can collaborate with AI and how our system can be de-
ployed to improve triage and diagnosis practices for laryngeal
cancer. The computational techniques and findings of our re-
search project will offer valuable knowledge for developing
AI-assisted decision-making systems in other domains.

1.4 Alignment with United Nations Sustainable
Development Goals (UNSDGs)

Our project contributes to several of the United Nations Sus-
tainable Development Goals (UNSDGs). By developing AI-
assisted triage and decision support system for HNC, which
has the potential to improve care and outcomes of patients
worldwide, our project supports Goal 3 (“Good Health and
Well-being: Ensure healthy lives and promote well-being for
all at all ages”). In addition, our multinational and collab-
orative project brings together an interdisciplinary team of
researchers and clinicians from institutes in Singapore, the
U.S., and Bangladesh. These partnerships support Goal 17:
(“Partnerships for the Goals: Strengthen global partnerships
for sustainable development), fostering knowledge exchange
and enhancing the applicability of our proposed AI-assisted
triage and decision support system across diverse health-
care settings. Furthermore, by providing a cost-effective AI-
based solution, our project aims to reduce healthcare dispar-
ities in resource-limited countries, contributing to Goal 10
(“Reduced Inequalities: Reduce inequality within and among
countries”).

2 Methods
In this section, we first describe our human-centered design
approaches and preliminary dataset, followed by plans for ad-
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Figure 1: An AI-Assisted Triage and Decision Support System for Head and Neck Cancer Screening and Diagnosis in Low-Resource
Settings. Our system first utilizes a YOLO-based glottis detector to select endoscopy frames with glottis. Then, our system classifies the
patient’s referral status (No referral and non-urgent & urgent referral). For AI-assisted triage, the system utilizes classification outputs along
with uncertainty quantification scores to identify cases that clinicians should prioritize for review. In addition, our system leverages a large
vision language model to provide interactive explanations of the patient’s status to support clinicians’ diagnosis of head and neck cancer.

ditional data collection. We then present the technical mod-
ules of our research: glottis detector, patient referral sta-
tus classification, uncertainty quantification, and an interac-
tive vision-language model-based explainer module for AI-
assisted triage and diagnosis of laryngeal cancer (Figure 1).

2.1 Human-centered designs, Datasets, & Data
Collection

First, our team will conduct formative design studies with
clinicians to study and specify clinical context of HNC
screening and explore how an AI system can be designed to
improve their practices (i.e. screening and decision-making).
Drawing on insights from these design studies, we will de-
fine the core functionalities of our AI-assisted triage and de-
cision support system for HNC. During system development,
we will engage clinicians iteratively to collect their feedback
on the system and refine the system’s functionalities, ensuring
its alignment with real-world clinical needs and workflows.

In this research, we will utilize BAGLS, a publicly avail-
able multi-hospital dataset of endoscopy video recordings
[Gómez et al., 2020] and additionally collect data from a hos-
pital in the U.S.. We also plan to expand data collection to
multiple hospitals in Singapore and low-and middle-income
countries (e.g. Bangladesh and the Philippines) to enhance
dataset diversity and model generalizability.

BAGLS Dataset
The BAGLS dataset [Gómez et al., 2020] comprises 640
laryngeal endoscopy videos from 380 healthy participants,
210 disordered participants, and 50 with unknown status.
The videos are predominately grayscale by having 618
grayscale videos and 22 RGB videos. The endoscopy videos
were recorded by multiple clinicians and contain 59,250 en-

doscopy image frames, each accompanied by a glottis seg-
mentation mask.

Preliminary Dataset & Data Collection Plans
Our team has received ethics approval from the Duke Uni-
versity Health System (DHS) Institutional Review Board
(Pro00106209) to access patient data and flexible na-
sopharyngoscopy videos at Duke Health Centers, which pro-
vide care for more than 1,000 HNC cases annually. Our
multi-country collaborative research was approved by the
DHS Institutional Review Board (Pro00106209) and ex-
empted by the Singapore Health Services Centralized Insti-
tutional Review Board (2020/2883).

The preliminary DHS dataset consists of 132 full-color
laryngoscopy videos, collected from patients at Duke Univer-
sity Hospital in Durham, North Carolina, USA, between Dec
2019 and Dec 2020. Patients had various medical conditions:
laryngeal cancer, benign disease processes, and healthy (no
laryngeal pathology). We excluded the patients, who were
post-laryngectomy or whose larynx was not visualized on the
laryngoscopy video.

The videos vary in lengths, ranging from 5 seconds to 165
seconds. They were recorded under diverse lighting and con-
trast conditions, orientations, and movements during laryn-
goscopy procedures, reflecting real-world clinical variability.

A panel of four clinicians (two senior and two junior med-
ical specialists) annotated the DHS dataset. Specifically,
videos were classified into three referral levels: Grade 1
(No referral required); Grade 2 (Non-urgent referral or close
follow-up in 3-4 weeks); and Grade 3 (Urgent referral).

Beyond the preliminary DHS dataset, we plan to expand
data collection by acquiring additional laryngoscopy videos
and patient data (e.g. clinical reports) from consenting pa-
tients at partnering institutions in the U.S. and low- and
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middle-income countries (e.g. Bangladesh and the Philip-
pines). This expansion of data collection will enable us to
experiment with and enhance generalizability of our system
across diverse clinical settings.

2.2 Glottis Detector
Researchers have demonstrated the high performance of AI
models in processing medical imaging data and detecting ab-
normalities [Rajpurkar et al., 2022; Mahmood et al., 2021].
However, real-life data quality often poses challenges, mak-
ing it difficult to achieve similar high performance in prac-
tice. Specifically, we expect to encounter variability in imag-
ing conditions, as different sites may have different imaging
devices, protocols, and lighting, resulting in inconsistent im-
age quality [Beede et al., 2020; Wang et al., 2020].

For instance, even if the BAGLS dataset predominantly
contains grayscale endoscopy images with a clear view of the
glottis, our raw DHS dataset contains RGB endoscopy images
that often do not focus solely on the glottis, as the endoscopy
videos of the DHS dataset were recorded throughout the en-
tire laryngoscopy procedure (Figure 2a). Developing usable
and robust AI algorithms will require addressing these real-
world variations and uncertainties to ensure external validity
beyond benchmarked datasets.

(a) (b)

Figure 2: RGB endoscopy images during the laryngoscopy proce-
dure (a) without glottis and (b) with glottis.

Previous studies have explored leveraging heterogeneous
datasets from multiple sites to extract more robust represen-
tations [Liu et al., 2020]. However, these studies have shown
only limited performance improvement or even performance
degradation compared to models trained on single datasets
[Liu et al., 2020].

In this project, we explore image processing and a YOLO-
based glottis detector to improve the quality of endoscopy
videos. Although clinicians primarily focus on reviewing the
vocal glottis area for diagnosing laryngeal cancer, real-world
endoscopy videos often contain frames without the glottis
throughout the laryngoscopy procedure (Figure 2a). To ad-
dress this, we will select relevant endoscopy images contain-
ing glottis using the YOLO-based glottis detector (Figure 2b),
ensuring that the referral classification model is trained on
meaningful patient status data.

Initially, we explored to train a UNet model [Li et al., 2018;
Gómez et al., 2020] on the BAGLS dataset to segment glottis
and identify frames containing it. However, the UNet model,

trained on the BAGLS dataset with mostly clean gray scale
images, did not perform well on the DHS dataset. Rather
than collecting costly glottis segmentation labels for the DHS
dataset, we annotated bounding box labels for glottis detec-
tion on 2,372 endoscopy images from the DHS dataset using
the Roboflow Labelling Service [Dwyer et al., 2022].

To improve glottis detection performance, we applied
grayscale augmentation to the annotated dataset in addition
to the in-built YOLOv5 augmentations. We then trained a
YOLOv5 model to detect the presence of the glottis in en-
doscopic frames, providing bounding box predictions along
with confidence scores (Figure 2b).

2.3 Classification Module
Given endoscopy frames containing glottis, we explore vari-
ous approach to classify a patient’s status into either a non-
referral case or a referral case (i.e. non-urgent or urgent
referral). These approaches include the Residual Network
(ResNet) [He et al., 2016], a convolutional neural network
(CNN) model [LeCun et al., 2015], a Long Short-Term Mem-
ory (LSTM) model [Hochreiter, 1997]), and a video vision
transformer (ViViT) [Arnab et al., 2021].

The ResNet-50 model consists of multiple stages of convo-
lutional layers, followed by (1) batch normalization, a ReLu
activation function, and a max-pooling layer, (2-5) residual
blocks with two convolutional layers and the identity block,
and average pooling and a fully connected layer to gener-
ate class probabilities. After training the ResNet50 model
on the BAGLS dataset, we utilize an intermediate convolu-
tional layer (i.e. the last convolutional layer of the first stage)
of a ResNet-50 model to extract image feature maps from a
sequence of endoscopy images (Figure 3).

Using sequential features of endoscopy images from the
ResNet50 model, we employ a recurrent neural network
(RNN) to classify a patient’s status (i.e. non-referral or re-
ferral) (Figure 3). Specifically, we utilize a Long Short-
Term Memory (LSTM) network, which improves a RNN us-
ing memory cells to better capture long-term dependencies
[Hochreiter, 1997].

In addition, the emergence of the Transformer architec-
tures, leveraging attention mechanisms, has demonstrated im-
pressive performance in computer vision tasks compared to
CNNs [Vaswani, 2017]. To investigate this further, we ex-
plore a pure Transformer-based model, Video Vision Trans-
former (ViViT) [Arnab et al., 2021] for classifying the re-
ferral status from endoscopy videos (Figure 3). The ViViT-
based classification model first segments an endoscopy video
into small clips, extracts spatio-temporal tokens, and encodes
them using a series of Transformer layers to capture temporal
dependencies across frames [Arnab et al., 2021]. Finally, the
output of the temporal Transformer is then passed through an
MLP block to predict the patient’s referral status.

2.4 Uncertainty Quantification
Even if previous studies have shown AI performance com-
parable to that of human experts [Rajpurkar et al., 2022;
Mahmood et al., 2021], fully automated AI are not ideal for
high-stakes domains, such as healthcare. Instead of adopt-
ing a fully automated paradigm, this project will explore the
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Figure 3: Classification module to determine the patient’s status (i.e. no referral or non-urgent/urgent referral). The LSTM-based Model
utilizes a ResNet50 model to extract feature maps of endoscopy images. The ViViT-based Model extracts spatiotemporal tokens from the
input video and encodes them using transformer layers to handle long video sequences.

emerging paradigm of human-AI collaboration, which em-
phasizes complementary interaction between clinicians and
AI systems [Cai et al., 2019; Lee et al., 2021].

A major impediment to effective human-AI collaboration
is the mistrust of AI due to its ”perceived” black-box nature
[Loftus et al., 2022]. In parallel with the growing emphasis
on model explanability [Angelov et al., 2021], there has been
increasing research into uncertainty quantification techniques
to enhance user trust[Kompa et al., 2021; Loftus et al., 2022].
By incorporating uncertainty scores of AI outputs, users can
make more informed decisions and build greater confidence
in AI-assisted decision making [Kompa et al., 2021; Loftus
et al., 2022].

In this project, we will explore uncertainty quantification
(UQ) techniques and describe how uncertainty scores can be
computed for effective AI-assisted triage and decision sup-
port for HNC screening and diagnosis. Although there is
no consensus on the optimal approach to UQ, a common ap-
proach involves utilizing the predicted class probability as a
proxy for model confidence. However, these predicted class
probabilities are not well-calibrated and insufficient for reli-
abily identifying potential AI model failures [Hendrycks and
Gimpel, 2016].

Building upon the work of [Corbière et al., 2019], we
will investigate an approach to estimate a confidence score.
Given a classification module (Section 2.3), we will train
another neural network, called a confidence network to es-
timate the confidence score of a classification model that is as
close as possible to a true class probability. In addition, we
will explore alternative UQ techniques, such as Bayesian or
Ensemble-based methods [Gawlikowski et al., 2023; Lee and
Tok, 2025].

2.5 Interactive Vision Language Model-based
Explainer

Although previous studies have shown the potential of clini-
cal decision support systems to provide new insights into clin-
icians’ tasks and improve their decision-making [Rajpurkar
et al., 2022], a key impediment to adopting such a system
remains the lack of user trust and acceptance [Khairat et al.,
2018; Cai et al., 2019; Lee et al., 2020]. Clinicians are often
reluctant to rely on systems that operate as a “black boxes”,
in which clinicians cannot follow how the system generates
its output without relevant information. To address this issue,
researchers have explored techniques to improve the explain-
ability of AI systems [Angelov et al., 2021]. However, most
explainable AI techniques focus on exploring technically ori-
ented explanations, such as highlighting image pixels influ-
encing a model’s prediction [Selvaraju et al., 2017], which
often lack alignment with clinical reasoning or context.

In this project, we will explore interactive vision-language
model (VLM)-based explanations for clinicians to gain new
insights into their decision-making tasks (e.g. screening
and diagnosis of laryngeal cancer). In particular, this sys-
tem will enhance clinical interpretability and usability by (1)
providing clinically meaningful explanations of AI outputs
using VLMs, (2) identifying important image frames [Lee
and Choy, 2023] of endoscopy videos or sub-regions within
frames that align with relevant clinical contexts, (3) identify-
ing cases that exhibit similar clinical patterns or contexts.

Recent advances in large language models (LLMs) and
VLMs have generated significant interest in transforming var-
ious aspects of clinical practice including diagnosis, patient
triaging, and information retrieval from clinical records [Fries
et al., 2022; Moor et al., 2023; Jeong et al., 2024]. Build-
ing upon these advancements, we leverage VLMs to generate
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clinically relevant explanations of AI outputs (e.g. referral
classification and its confidence score) in response to clini-
cian prompts. For instance, a clinician may request “Provide
explanations on glottis status (e.g. symmetry, tissue status)”
(Figure 1). Our interactive VLM explainer utilizes its vision
encoder to analyze selected image frames with glottis and AI
outputs through its cross attention mechanisms [Fries et al.,
2022; Moor et al., 2023] and provide structured clinical ex-
planations aligned with the prompt. These prompts are de-
signed to elicit clinical explanations on AI outputs, such as
confidence levels, assessment of anatomical symmetry, tissue
condition, abnormality descriptions, and recommended clin-
ical actions. By ensuring that explanations align with stan-
dard medical reporting formats and terminology, our interac-
tive VLM-based explainer aims to assist both specialists and
non-specialists in interpreting AI outputs, facilitating their
decision-making for HNC screening and diagnosis.

In addition, our system allows clinicians to provide their
inputs to not only guide the generation of AI explanations,
but also contribute to refining the training data and improv-
ing model performance. For instance, clinicians can select a
region of interest and specify a corresponding clinical con-
text that should be presented in search of similar cases by our
system [Cai et al., 2019]. In addition, clinicians may specify
a new clinical concept [Kim et al., 2018] or relabel incor-
rect model outputs [Lee et al., 2022]. These interactive AI
feedback mechanisms promote effective human-AI collabo-
ration, enhancing both model interpretability and adaptability
to real-world clinical needs.

3 Foreseen Case Studies of AI-Assisted Triage
& Decision Support

This project focuses on the screening and diagnosis of laryn-
geal cancer. We will leverage computational techniques (Sec-
tion 2) and multi-institutional datasets to support two modes
of human-AI collaborations.

1. AI-Assisted Triage: AI identifies severe or uncertain
cases that clinicians should prioritize for review

2. AI-Assisted Decision Support:
(i) Provides data-driven, clinically contextualized in-
sights to assist clinicians in screening and diagnosis of
laryngeal cancer
(ii) Enables clinicians to provide feedback that refines
and enhances the AI system’s performance

3.1 Evaluation Criteria & Preliminary Results
In this section, we present the evaluation criteria and pre-
liminary results of the computational modules for AI-assisted
triage and decision support.

Glottis Detection
For the YOLOv5-based glottis detection model, we split
2,372 annotated endoscopy images from the DHS dataset into
1,937 for training and 435 for testing. At a confidence thresh-
old of 50%, the glottis detection model achieved 88.8% ac-
curacy in identifying endoscopy images with glottis (Figure
2b).

Classification Module
We utilized the BAGLS dataset to train the ResNet50 model
to extract feature maps from endoscopy images. The dataset
is imbalanced, containing 33,950 non-referral (healthy) and
19,300 referral images. For the experiment, we randomly se-
lected 19,300 non-referral images to balance the dataset, and
then split it into training (70%, 27,020 images: 13,510 non-
referral and 13,510 referral), validation (20%, 7720 images:
3,860 non-referral and 3,860 referral), and test (10%, 3,860
images: 1,930 non-referral and 1,930 referral) sets.

Model Training and Adaptations: We trained the
ResNet50 model using both non-sequential and sequential
orders of endoscopy videos, applying the Adam optimizer,
cross-entropy loss, and a batch size of 100.

When trained on the non-sequentially ordered dataset and
evaluated on the test set, the ResNet50 model achieved
50.33% accuracy as well as Area Under the Receiver Oper-
ating Characteristics (AUROC), which reflects the trade-off
between sensitivity and specificity.

When trained on the sequentially ordered dataset, the
ResNet50 model achieved 81.81% accuracy and 76.17% AU-
ROC on the test set. This substantial improvement in both
accuracy and AUROC indicates that rather than shuffling, ar-
ranging image frames in their original temporal order enables
the model to learn temporal patterns of the glottis, enhancing
its robustness for classification tasks.

A model trained solely on data from a single site may strug-
gle to generalize to others. After collecting datasets from
multiple sites, we will conduct cross-site validation of our
classification module. Specifically, we will explore data aug-
mentation and transfer learning strategies to examine how
datasets from one site can be leveraged for another to enhance
model generalizability across diverse clinical settings.

Towards Video Vision Transformer-based Endoscopy
Video Classification: After extracting sequential endoscopy
image features using the trained ResNet50 model, we trained
a baseline LSTM-based classification model on the BAGLS
dataset. Following the same dataset split as used for
ResNet50 training, the 530 videos were divied into training
(70%), validation (20%), and test (10%) sets. The baseline
LSTM-based model achieved 70.37 accuracy and 65.11 AU-
ROC in classifying non-referral and referral patients. We aim
to further explore transformer-based, spatio-temporal video
classification models (e.g. TimeSformer [Bertasius et al.,
2021], ViViT [Arnab et al., 2021]) to enhance classification
performance (Figure 3).

Interactive VLM-based Explainer
Our interactive VLM-based explainer must understand com-
plex medical terminology and the context of HNC and
datasets to generate clinical explanations of AI outputs that
are comprehensible to clinicians. We will investigate the fea-
sibility of leveraging state-of-the-art general-domain VLMs
[Meta, 2024] and VLMs pretrained on public sources, such
as PubMed [Jeong et al., 2024] to accurately communicate
domain-specific terms to clinicians without misinterpreta-
tions. In addition, we will collaborate with health profession-
als to specify prompts for interactive VLM-based explainer,
ensuring that our VLM-based explainer generates actionable
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insights for clinicians without overwhelming them with tech-
nical details. Furthermore, we will explore how to collect and
integrate clinicians’ inputs to improve the explainer’s contex-
tual understanding, use of medical terminology, and ability to
generate clinically relevant, understandable explanations.

Uncertainty Quantification, Interactive VLM-based
Explainer, AI-Assisted Triage & Decision Support
For the evaluation of uncertainty quantification (UQ), we will
assess its effectiveness in supporting AI-assisted triage of
head and neck cancer screening. Specifically, we will inves-
tigate how well our approach assists clinicians in identifying
uncertain and high-priority cases for their review [Lee and
Tok, 2025]. Our approach will be compared against state-of-
the-art UQ techniques (e.g. Bayesian Neural Network [Yao
et al., 2019], and Deep Ensembles [Lakshminarayanan et al.,
2017]).

To facilitate clinical integration, we will collaborate with
clinicians from multiple hospitals to develop an AI-assisted
triage system that fits existing workflows without increas-
ing cognitive or operational burdens. In addition, confidence
scores alone often fail to convey the underlying reasons for
uncertainty. To address this, we will work with health pro-
fessionals to explore the use of an interactive VLM-based ex-
plainer, enabling them to interpret and iteratively refine model
uncertainty over time. In addition, we will conduct user stud-
ies with clinicians to evaluate the effectiveness of our pro-
posed interactive VLM-based explainer for AI-assisted diag-
nosis of head and neck cancer diagnosis. Specifically, we will
examine how well clinicians can improve their diagnostic ac-
curacy for laryngeal cancer with AI outputs from the classifi-
cation model and context-specific explanations, compared to
baseline explanations without contextual information.

3.2 Challenges & Risks
In this section, we discuss the challenges of realizing AI-
assisted triage and decision support for head and neck cancer
screening in resource-limited settings along with our strate-
gies to mitigate them.

First, even though there are public benchmark datasets of
endoscopy videos for glottis segmentation [Gómez et al.,
2020], such datasets are usually well-curated for a specific
purpose (i.e. glottis segmentation) and may not be repre-
sentative of the real-world nature of real-world healthcare
processes. For instance, the BAGLS dataset has mostly un-
healthy patients with muscle tension dysphonia, but lacks
data on patients with laryngeal cancer. Curating the real-
world dataset of laryngeal cancer is essential to develop an
AI-assisted triage and decision support system.

To address this, we have initiated data collection from a
U.S. hospital and will expand our efforts to collect a dataset
from hospitals in South and Southeast Asia regions (e.g.
Bangladesh and the Philippines). As we plan to collect data
from multiple sites, we will collaborate closely with domain
experts (e.g. clinicians and health professionals) to reduce
the variability in data collection procedures and annotations.
Also, we may encounter noisy or poor-quality samples from
the multi-site dataset. While collecting and processing the
dataset, we plan to explore and improve our image process-

ing approach with the YOLOv5-based glottis detection model
while remaining open to explore newer object detection archi-
tectures or alternative methods as needed.

Although AI has advanced and is increasingly consid-
ered for health service delivery [Rajpurkar et al., 2022;
Mahmood et al., 2021], there is relatively limited evidence of
AI algorithms successfully being deploying in the real-world
settings with proven improvements in clinical outcomes. This
gap between AI development efforts and successful practi-
cal adoption underscores the challenges of integrating AI-
assisted systems into healthcare practices. To address this,
our team will closely collaborate with our clinical partners
to iteratively design, develop, and evaluate our proposed sys-
tem. Based on continuous feedback from target end-users, we
will refine system designs and functionalities. In addition, we
will conduct a series of user studies to assess the effectiveness
of our approach and investigate how to achieve effective AI-
assisted triage and decision support of head and neck cancer
screening and diagnosis, particularly in low-resource settings.

Our studies will contribute to developing protocols for
trustworthy AI-assisted clinical decision-making [Lee et al.,
2024], while investigating challenges, such as over-reliance
on AI [Lee and Chew, 2023], systematic detection of distri-
bution shifts, and site-specific model calibration over time.
These insights are critical to maintain clinician trust and en-
sure the safe, long-term deployment of AI systems. In ad-
dition, we will explore lightweight model architectures and
evaluate system performance under varying computational
and environmental constraints in resource-limited settings.

Ethical Statement
In this project, we plan to collect the datasets from multiple
hospitals and obtain the necessary ethics approval to collect
data from the hospitals. We have received ethics approval
from the Duke University Health System Institutional Review
Board (IRB) and Singapore Health Services Centralized IRB
for our preliminary dataset.

All collected data will be anonymized for annotation and
experimental purposes. Personal data, such as age or sex,
will be used solely for data analysis and will not be disclosed,
ensuring participant privacy. As mentioned in the previous
section, we will work closely with the end users (e.g. clini-
cians, health professionals, and patients) to ensure the ethical
development and application of AI in practice. In addition, to
facilitate ethical and secure data sharing, we will comply with
all relevant local and international data protection regulations.
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Schmid. Vivit: A video vision transformer. In Proceedings
of the IEEE/CVF international conference on computer vi-
sion, pages 6836–6846, 2021.
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dressing failure prediction by learning model confidence.
Advances in Neural Information Processing Systems, 32,
2019.

[Dwyer et al., 2022] B Dwyer, J Nelson, J Solawetz, et al.
Roboflow (version 1.0)[software], 2022.

[Fries et al., 2022] Jason Fries, Leon Weber, Natasha See-
lam, Gabriel Altay, Debajyoti Datta, Samuele Garda,
Sunny Kang, Rosaline Su, Wojciech Kusa, Samuel
Cahyawijaya, et al. Bigbio: A framework for data-centric
biomedical natural language processing. Advances in Neu-
ral Information Processing Systems, 35, 2022.

[Gawlikowski et al., 2023] Jakob Gawlikowski, Cedrique
Rovile Njieutcheu Tassi, Mohsin Ali, Jongseok Lee,
Matthias Humt, Jianxiang Feng, Anna Kruspe, Rudolph
Triebel, Peter Jung, Ribana Roscher, et al. A survey of un-
certainty in deep neural networks. Artificial Intelligence
Review, 56(Suppl 1):1513–1589, 2023.
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